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Abstract: This paper describes the findings of aresearch project whose main objective isto compilea
character frequency list based on avery large collection of Chinese texts collected from various online
sources. As compared with several previous studies on Chinese character frequencies, this project uses a
much larger corpus that not only covers more subject fields but also contains a better proportion of
informative versus imaginative Modern Chinese texts. In addition, this project also computes two bigram
frequency lists that can be used for compiling alist of most frequently used two-character words in Chinese.
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1. Introduction

Character and word frequencies are useful information for Chinese language learning and
instruction. Chinese learners are often curious about how many charactersthey should learn in order
to master the language. Answers to the question vary from 1,000 to 3,500 or even more characters,
depending on whether Chinese is learned as first or second/foreign language. Similar interests are
also found among authors of Chinese language learning materials. From time to time they rely on
frequency information to decide on which particular sets of characters and words to include and how
to sequence them in the learning materials they develop.

In the past, character frequency information has been made available from several sources.
One important source is the List of Frequently Used Characters in Modern Chinese (
, henceforth Changyong Zibiao) recommended jointly by the National Working Committee
on Languages and Writing Systems ( ) and the Ministry of Education,

China in 1988. It includes 3,500 characters divided into two frequency levels. According to the
Ministry of Education?, the list was compiled based on information from other previously compiled

! Research for this paper was supported in part by Middle Tennessee State University Faculty Research
and Creative Activity Grant Program in 2001.
2 c.f., http://www.moe.edu.cn/moe-dept/yuxin/index.htm



character frequency lists, dictionaries aswell as a corpus of Chinese texts published from 1928 to
1986 covering ten subject categories.

In addition to the government-sponsored character list compiled in the late 1980s, there were
several empirical studies on Chinese character frequencyin the late 1990s whose results are
accessble on the Internet. For example, Tsai (1996) compiled a character frequency list based on
1993-1994 Big5-encoded newsgroup archives. Da (1998) computed character frequency lists based
on a 45 million character corpus of Simplified Chinese texts collected from various online sources.
He (1998) produced acharacter frequency list from atrans-regiona diachronic survey of Chinese
literary texts published in the 1960s, 1980s and 1990s.

Apart from the above three empirical studies whose results are accessible onling, there have
been several other corpus-based studies of Chinese texts conducted at Peking University and
Tsinghua University, etc. (Feng 2002). While those studies are reported to have looked into
character and/or word frequency information one way or the other, details of their results have
unfortunately not been made public and hence are beyond the reach of most Chinese language
instruction professionals and researchers

Asfar as the four accessible frequency lists are concerned, there areafew problems that may
have hindered their usefulness. In the case of Changyong Zibiao, it is not known how those 3500 are
ranked among themselves. If one wants to use the list for developing beginning-level learning
materials, for example, it is difficult to decide which basic set of characters to include and how to
present them sequentially so that learners are provided with maximum exposure to the language
within the limited time frame of a language learning program. In the case of the three empirical
studies mentioned above, they tend to be based on collections of Chinese texts that are either too
limited in subject domains or encoded in outdated Chinese encoding standard. For example, Dd' s
(1998) study used materials that were encoded in GB2312-80, a character set that contains less than
7,000 distinct characters. While they provided useful information at the time of the study, it now
appears that the Da' s (1998) results are outdated given the fact the more and more Chinese webpages
are encoded in the more recent GB13000 (also known as GBK) or GB18030° standards which
contain much larger character sets.

As compared with the availability of detailed information about character frequencies,
information about word frequencies is much scarce and only a few graded word lists are accessible to
Chinese language learners and instruction professionas. One such graded list is the HSK List of
8,000 Chinese Vocabulary published by Beijing Language and Culture University in 2000. The other
is Dew’s (1999) handbook which grades 6,000 Chinese vocabulary into elementary, intermediate and
more advanced levels. The scarcity of accessible information about word frequencies in Chinese may
be due to the fact that while aword in Chinese may contain one, two, three or even more characters,
researches employing heuristic methods for segmenting individual words in running Chinese texts
that do not contain word delimiters are far from conclusive (c.f., Sproat and Emerson 2003, among
others).

3 For more information about various encoding standards for Chinese characters, please refer to, for
example, http://www.praxagora.com/lunde/cjk_inf.html.



In this paper, we report the findings of arecent research project whose main objective is to
compile yet another character frequency list based on a very large collection of online Chinese texts
that are encoded in not only the GB2312-80 but also the GB13000 standard. With detailed results of
the research project made availableat ht t p: / /| i ngua. nt su. edu/ chi nese- conput i ng,
we will focus our discussion in this paper on the construction of the corpus used inthe study and
some genera distribution patterns of the character frequencies found in our corpus. In addition, we
will discuss the computing of two bigram frequency lists that can be used as the basis for compiling a
two-character word frequency list in Modern Chinese It is hoped that those frequency listswill
provide a better tool for both Chinese language learners and instruction professionals.

2. Thisstudy

2.1. Corpusdesign and data collection

The main objective of this research project isto compile acharacter frequency list that can
be used for both Chinese language learning and instruction. Accordingly, the following three
measures have beentaken in the construction of the Chinese text corpus used in thestudy: 1) Both
Classical and Modern Chineseare collected from various online sources, where texts written before
1911 arecategorized as Classical and thosepublished in or after 1911 Modern Chinese 2) Only
formal Maodern Chinese texts are included in the corpus. No efforts have been made to collect
informal writings of Modern Chinesesuch as postings on various online BBS or email messages. 3)
With references to the structures of Brown Corpus (Francis and Kucera 1964), British National
Corpus (Burnard 2000) and Longman/Lancaster Corpus (Summers 1991), efforts are made to collect
text materialsfrom a diverse range of subject fields (c.f. Table 1). In addition, a distinction is made
between imaginative (i.e., thosewritten for entertainment or related to literary works) and
informative texts (i.e., those written for information and/or knowledge) for Modern Chinese.

Table 1. List of subject fieldsused in the study

Category Subcategory Subject fields

Classical Chinese Novels, prose, history, poetry and drama, etc.

Modern Chinese | Informative Computer science, economics, education, government,
health, history, law, military, news, philosophy, politics,
popular science, religion, etc.

Imaginative Genea fiction, children, detective, drama, history,
Kongfu or martia arts, military, prose, literary review
and science fiction, etc.

All electronic texts used in this study were collected between 1997 and 2003 from various
online sources (c.f., Table 2) that fdl into two different categories. On the one hand, some websites
such as and , €tc. offer large collections of digitized texts that
were originaly published in printed format. Examples of this kind of texts include Classical and
Modern Chinese texts published before 1995. On the other hand, other websites such as

and , etc. provide origina texts that are written and published on the Internet and are



intended for online readers. Examples of this kind of texts include online newsletters and magazines
and online course learning materials, etc. Given the large quantities of data used in this study, it is
impractical for us to manually download and examine each individual webpage or online file. Instead,
tools such as w3mir* wereused to automatical ly harvest texts after samples of their contents were
examined. In our text colletion, cautions were taken to harvest only those webpages or other kinds of
online files that contain useful text data

Table 2: Sources of Chineseelectronic texts

Sour ces URL

http://www.cnread.net

http://www.shuku.net

http://www.guoxue.com

http://member.netease.com/~luolian/suxinshuzhai.htm

http://www.xys.org

http://www.white-collar.net/index.asp

http://www.stats.gov.cn/tjgb/index.htm

http://www.chinapop.gov.cn

http://www.agri.gov.cn

http://www.kepu.com.cn

http://www.njmuseum.com/zh/book/whsk.htm

http://wljx.hep.edu.cn
/ http://www.cmn.com.cn

http://snweb.com/

http://www.ccw.com.cn

http://www.cpcw.com

2.2 Data processing

All computing tasks are performed on the FreeBSD® platform using both Unix Shell
commands and customized scripts written in the PHP scripting language®. MySQL” is used as the
backend database software.

2.2.1 Data pre-processing

The majority of our text collections are HTML-encoded webpages. Before character
frequencies were counted, HTML tags were automatically removed from those texts with the help of
abuilt-in function of the PHP scripting language After the remova of HTML tags, another
customized PHP script was used to automatically remove any text strings used for website navigation

4 c.f., http://langfel dt.net/w3mir/
® cf., http://www.freebsd.org

© c.f., http://www.php.net

" c.f., http://www.mysgl.com



or as webpage footers. Examples of website navigation strings include and ,

etc., whereas instances of webpage footer strings include and ,Ec. Itis
reasonable for us to assume that those text strings are mostly (if not all) automatically included on
webpages or onlinefiles and do not belong to the original written textsthat are interest to us.

2.2.2 Character segmentation

Unlike western languages such as English, individual characters or words in running Chinese
texts are not delimited with any whitespaces. Hence, the reliability of any methodsfor automatic
character segmentation will depend on the encoding scheme found in those text files. A quick
inspection of our text corpus shows that the mgjority (if not al) of the textsused in this study are
encoded in GB2312-80 or GB13000, both of which employ a two-byte encoding scheme Since the
majority of the electronic textsin our corpus were harvested via some automatic method, it is
difficult for us to tell if any of those files are encoded in the most recent GB18030 encoding standard,
in which a character may be encoded using two or four bytes. Our best estimate is that even if there
were some files encoded in GB18030 in our text collection, their numberswould be very small and
hence will not affect significantly the frequency distribution patterns reported in this paper.

2.2.3 Bigram counting

In this study, abigram is defined as a string with two consecutive charactersin atextand can
be treated as a close approximation to a two-character word in Chinese To compute bigram
frequencies, we used amodified method based on Brew and Moens (2000). All running Chinese texts
were first segmented into segments of continuous character strings where both GB encoded symbols
and ASCII codes were treated as delimiters. Bigrams were then identified and counted within each
continuous character string.

It should be pointed out here that bigrams are a super-set of two-character wordsin Chinese.
It is possible that a bigram is a two-character word, part of aword containing more than two
characters, or smply a senseless random combination of two characters. Previous studies on word
collocation have shown that Mutua Information is a good measure of the strength of association
between two elements in a bigram, especially when raw frequency countsof individual bigrams are
high (c.f., Church and Mercer 1993). Accordingly, we also computed Mutua Information scoresfor
those bigramsfound in this study. While Mutua Information values alone may not be enough to
distinguish between those meaningful and non-sense two character combinations, we believe that
when both raw bigram frequency and Mutual Information score are used at the same time, they will
help producing a rather accurate list of most frequently used two-character words in Chinese.

2.3 Reaults

5 frequency lists were compiled in this study: 1) A character frequency list for Classical
Chinese; 2) A character frequency list for Modern Chinese; 3) A combined character frequency list
for both Classical and Modern Chinese; 4) A bigram frequency list (with Mutua Information values)
based on the news sub-corpus; and 5) A bigram frequency list (with Mutual Information values)



based on the general fiction sub-corpus. Dueto spaceconsiderations, details of those frequency lists
as well as other relevant information about the corpus are made available at

http://1ingua. nmt su. edu/ chi nese-conput i ng. Inthissection, we will restrict our
discussions to the genera distribution patterns of both character and bigram frequencies observed in
the study.

2.3.1 Character frequency distribution

Table 3 lists some summary statistics of our character frequency count. As can be seen in the
table, over 258 millions of characters are identified from our collection of Chinese e-texts, in which
Modern Chinese makes up more than 193 million and Classical Chinese more than 65 million.
Further, informative texts make up 55% of our Modern Chinese collection and imaginative 45%.
Thisis comparable to the Longman/Lancaster Corpus which is specially designed to study the
lexicon of Modern English.

Table 3: Summary statistics of character counts

Corpus Total number of characters Number of unique characters
Classical Chinese 65348624 11115
Modern Chinese 193504018 9933

Informative 106254415 8954
Imaginative 87249603 8435
Total 258852642 12041

Among those 258 million characters, 12041 unique or distinct characters areidentified in
both Classical and Modern Chinese, where Modern Chinese contains 9,933 and Classical Chinese
11,115, respectively. Appendices A and B list 1,000 most frequently used characters of Classical
Chinese and Modern Chinese, respectively.

Tables 4 and 5 provide a summary of cumulative frequency information about the more than
258 million characters counted. More specifically, Table 4 lists the number of unique charactersin
terms of cumulative frequency percentiles, whereas Table 5 lists cumulative frequency percentiles in
terms of the number of unique characters. It isinteresting for us to highlight the fact here that the top
1,056 characters account for 90% of our Modern Chinese collection, even though 9,933 distinct
characters are identified.

Table 4 Cumulative frequency in terms of percentages

Category Cumulative frequency

10% | 25% | 50% | 75% | 90% | 95% | 99% | 99.5% | 100%
Classical 12 53| 220 703| 1598 | 2433 | 4432 | 5094 | 11115
Modern 6 33| 152 481| 1056 | 1566| 2838| 3423 9933
Combined 7 39| 179| 573| 1264 | 1891| 3590 | 4367 | 12041




Table 5 Cumulativefreguency in terms of individual characters

Corpus Accumulative frequency

100 500| 1000 | 1500 | 2000 | 2500 | 3000 | 3500| 5000

Classical 34.8% | 67.7% | 82.0% | 89.0% | 93.0% | 95.3% | 96.8% | 97.8% | 99.4%

Modern 41.8% [ 75.8% | 89.1% | 94.6% | 97.1% | 98.5% | 99.2% | 99.5% | 99.9%

Combined | 38.9% | 72.1% | 86.2% | 92.4% | 95.6% | 97.3% | 98.3% | 98.9% | 99.7%
2.3.2 Bigram frequency distribution

Because researches in automatic identification of Chinese words using statistical methods
are dill far from perfect we only counted bigram frequencies and computed their Mutual Information
vaues in the news and the generd fiction sub-corpora where the former contains 14 million and the
latter 18 million characters. Those two sub-corpora can be considered representatives of informative
and imaginative texts in Modern Chinese, respectively and are used in this study to explore the
possibility of generating two-character word frequency lists withthe help of Mutual Information
values.

Table 6 lists summary statistics concerning bigrams found in those two sub-corpora where
we find that their raw frequencies range from 1 to more than 50,000. A breakdown of raw frequency
ranges for those bigrams is listed in Table 7, where we find that the mgjority of bigrams have araw
frequency less than 10.

Table 6 Bigram countsin the news and general fiction sub-corpora
Corpus Total Distinct Unique Total Raw Average
characters | characters | bigrams | bigrams | frequency | frequency
range range
News 14339418 5990 730067 | 12470872 1- 53185 17.1
Genera 18070786 6489 973338 | 15807413 1-57186 16.2
fiction

Table 7 Number of unique bigramsin 6 frequency ranges

Corpus | X>=1000 | 500<= X<1000| 100<=X<500 | 50<=X<100 | 10<=X<50| X<10
News 1506 1709 13450 16004 96175 | 601223
Generd 1816 2252 18277 19788 111196 | 820009
fiction

Asfar asindividual Mutua Information values are concerned, they range from 24.11 to -
10.82 for the generd fiction sub-corpus and 23.77 to -10.39for the news sub-corpus. Based on Da's
(1998) preliminary observation that a bigram with Mutual Information value equal or greater than 3.5
is agood word candidate, Table 8 lists the number of distinct bigrams in 6 raw frequency ranges
where individual Mutua Information values are equal or greater than 3.5.



Table 8 Number of unigue bigramsin 6 frequency ranges where Mutual Information >=3.5

Corpus X>=1000 | 500<= X < 1000| 100<=X< 500 | 50<=X<100 | 10<=X<50| X< 10
News 1104 921 4433 3628 15424 | 77036
Generadl 822 864 6053 5514 20707 | 110172
fiction

Appendices C and D list the top 1,000 bigrams for the news and genera fiction sub-corpora
where individual Mutual Information values are equal or greater than 3.5. An informal inspection of
the complete bigram lists shows that those bigrams with raw frequencies at 50 or higher and Mutual
Information values at 3.5 or higher are good candidates for two-character words in both sub-corpora.

2.4 Discussions

2.4.1 Comparison with Changyong Zibiao

The government-sponsored Changyong Zibiao lists 3,500 most frequently used characters in
Modern Chinese. According to the Ministry of Education, the 3,500 characters would cover 99.48%
of a2 million character corpus, where the first 2,500 characters accounted for 97.97% of and the
remaining 1,000 1.51%.

For the sake of comparison, we aso looked up frequency information about those 3,500
words in our corpuswhose details arelistedat ht t p: / /| i ngua. nt su. edu/ chi nese-
comput i ng. It turns out that the first set of 2,500 characters counts atotal of 188,748,366
characters, covering 97.54% of our Modern Chinese corpus. The remaining 1,000 characters count a
total of 3266243 or 1.69% of our Modern Chinese corpus. In terms of individual character
frequencies, we find that among those 3,500 characters, atotal of 314 characters out of the two
frequency setshave frequencies below 1,000 with the lowest at 17 (for the character ). In contrast,
the 3,500" character in our Modern Chinese list has afrequency of 1,033. That there are characters
with very low frequencies included in both subsets of Changyong Zibiao may be due to the fact that
when the list was compiled, factors such astheir linguistic functions and occurrences across subject
domains were al so considered.

2.4.2 Implicatiors for Chineselanguageinstruction

The character and bigram frequency lists compiled in this study have severa implications for
Chinese language learning and instruction. First, information from the character frequency lists can
be used for specifying the learning outcomes for each stage of alanguage instruction program. For
example, a minimal set containing the top 1,500 characters can be targeted for beginning-level
instruction, a basic set containing the top 2,500 characters for intermediate-level instruction and an
expanded set containing the top 3,500 to 5,000 characters for advanced-level instruction. Secondly,
with detailed frequency information provided, stratified random character samples can be selected
from those frequency lists for improving language tests that measure learners  true knowledge of
Chinese characters. Thirdly, our bigram lists, though still requirefurther screening, suggest that the
number of frequently used two-character wordsin Modern Chinese most likely fall in the range of



10,000 to 12,000, wheress the number of high frequency two-character words is around 2,000. Based
on further screening of individual bigrams, we can recommend three sets of two-character words
containing the top 2,000, the top 6,000 and the top 10,000 for different stages of Chinese language
learning.

3. Concluding remarks

In this paper, we have described the compiling of both character and bigram frequency lists
based on a large corpus of Chinese electronic texts. As compared with several previous researches on
Chinese character frequencies, this study offers two improvements: 1) It uses a much larger corpus
that not only covers more subject fields but also contains a better proportion of informative versus
imaginative texts. Hence, we believe that its results provide a better picture of Chinese character
frequencies in real language use; 2) Based on bigram frequency information and their Mutual
Information values obtained in this study, it is now possible for us to come up with alist of
frequently used two-character wordsin Chinese.

There are several improvements to be made about the current study. First, better sampling
method can be used to select a true representative of Chinese texts. Inthis study, we tried to select
texts from as many subject fields and authorship as possible. However, the whole piece rather than a
portion of any selected textsisincluded in our computing, where their lengths can range from severa
hundreds to more than 10 thousand characters. The varied length among those sample texts may have
skewed true character and bigram frequency distributions. Secondly, while we assumed that all texts
in our corpus are encoded in either the GB2321-80 or GB13000 standard, it would be beneficial to
identify texts that are encoded in the GB18030 standard so that more accurate counts of characters
and bigrams can be conducted. Lastly, our text corpus only includes Chinese textswritten in formal
gsyle. No efforts have been made to include informal writings such as postings on BBS or email
messages. Such limited choice of texts may have failed to provide a complete picture of real language
use It is hoped that future research on Chinese character frequencies can be improved aong the lines
suggested above.
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Appendix A List of 1,000 most frequently used charactersin Modern Chinese

Note: Characters are listed from left to right in order of descending frequency.
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Appendix B List of 1,000 most frequently used charactersin Classical Chinese

Note: Characters are listed from left to right in order of descending frequency.



Appendix C List of 1,000 most frequently used bigrams in news sub-cor pus

Note: Bigrams are listed from left to right in order of descending frequency where Mutual
Information values are equal or greater than 3.5.
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Appendix D List of 1,000 most frequently used bigramsin general fiction sub-
corpus

Note: Bigrams arelisted from left to right in order of descending frequency where Mutual
Information values are equal or greater than 3.5.
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